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Objective. To present a virtual three-dimensional model of pathologically altered segments of the patient’s spine and to analyze the results 

of its application when planning a surgical intervention in the smartphone-assisted augmented reality.

Material and Methods. A three-dimensional modeling of the target area of the intended surgical site was performed based on computed 

tomography data of five patients with various spinal deformities. A smartphone application has been developed that allows displaying a 

three-dimensional object of the intended surgical site in the form of augmented reality.

Results. The created virtual three-dimensional models were successfully used in five cases for preoperative planning and simulation train-

ing before surgery, which allowed to see in detail the anatomical features of the spine, the location of vascular structures when contrasting 

them, and to plan the direction of the screws. The potential of using augmented reality in clinical practice was demonstrated.

Conclusion. The advantages of the smartphone-assisted augmented reality technology for preoperative planning in spine surgery are the 

simplicity of creating a computer model, the possibility for a surgeon to use a three-dimensional model for orientation in complex anatomi-

cal zone at any time of surgery, and the reduction in the risk of technical errors.
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Today, the use of innovative technolo-
gies is the main guarantee of the devel-
opment and competitiveness of any 
industry. The digital industry is one of 
the rapid-growing segments of modern 
computer engineering, which is increas-
ingly used in medicine.

Augmented Reality (AR) is a technique 
in which computer graphics are superim-
posed on a video or drawing of the real 
world. Both objects coexist integrally in 
the final image [1]. It was Caudell who 
first proposed the term “augmented real-
ity” in 1992. This technology was applied 
in the aircraft assembly. The assembly 
workers could see the data via helmets 
with semi-transparent display panels [2]. 
The end of the 90s and the beginning 
of the 2000s – the age of prototypes of 
augmented reality mobile devices. One 
of the pioneers of the numerical tag-
ging of objects using augmented reality 
is Rekimoto, a professor in the field of 
information research. The device was a 

display with a camera mounted on the 
back side, from which the image was 
transmitted to a computer. If a tag was 
found, data regarding the object was dis-
played on the screen. The augmented 
reality became widespread in the con-
sumer market in the 2010s. In 2014, 
Google Corporation began selling the 
Google Glass headset. In 2016, Microsoft 
introduced HoloLens – a new device for 
augmented reality.

An annual study of the digital acu-
men index is performed with the deter-
mination of the amount of investment in 
digital technologies. According to statis-
tics, 10 % of investments in the world are 
put into augmented reality; in Russia this 
value is 15 %. Meanwhile, it is anticipat-
ed that in three years this indicator will 
increase to 20 % [3]. The development 
and application of the augmented real-
ity in medicine regards modern achieve-
ments in the field of 3D modeling and 
3D prototyping. The technique is based 

on the use of modern digital information 
and communication technologies. It may 
improve the quality of preoperative plan-
ning and intraoperative navigation.

Two main software components are 
needed to implement the augmented 
reality technique: tracking and visualiza-
tion. Tracking is understood as monitor-
ing the position of the device’s camera 
relative to the coordinate system. The vir-
tual camera in three-dimensional space is 
synchronized with the physical camera. 
Thus, the correct display of the three-
dimensional model in the surrounding 
environment is achieved [4, 5]. A marker 
technology is more often used to recog-
nize objects. The following things may 
act as markers: logos, QR codes, gener-
ated dots, and physical objects. 

To date, there are no papers describ-
ing the extensive experience of augment-
ed reality application in spine surgery 
using a smartphone. These circumstances 
prove the relevance of this article.
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The objective is to present a virtual 
three-dimensional model of pathologi-
cally altered segments of the patient’s 
spine and to analyze the results of its 
application when planning a surgical 
intervention in the smartphone-assisted 
augmented reality.

Material and Methods

According to CT scans of five patients 
with various spinal deformities (degen-
erative multiplanar deformity, n = 2; cra-
niovertebral deformities, n = 3), virtual 
three-dimensional models were creat-
ed. A method of forming an augment-
ed reality system that enables surgeons 
to see a virtual three-dimensional mod-
el against the background of reality is 
suggested. The software applied is freely 
available on the developers’ websites. 
The augmented reality application 
can run on smartphones with iOS and 
Android operating systems, as well as in 
HoloLens augmented reality headset [6, 
7]. The study developed an application 
for Android 4.1 version “Jelly Bean”, 
compatible with the Android system up 
to version 9.0 “Pie”.

The process of creating a three-
dimensional model of spinal structures 
as a new technique for preoperative 
planning includes a number of stages 
(Fig. 1). Prior to the surgery, a CT scan of 
the intended surgical site is performed 
on a LightSpeed 16 Pro (General Elec-
tric) device, the slice thickness is 1.25 
mm (Fig. 1.1). A tomograph workspot 
generates images of the patient’s indi-
vidual anatomy in Dicom format as a 
result of the study. The images are trans-
mitted to a computer, where a virtual 
three-dimensional model is created in 
special software, which is then export-
ed to a file with the STL extension [8, 9]. 
The graphic editor processes the three-
dimensional model and saves it in OBJ 
format (Fig. 1.2) [10]. After that, the soft-
ware of the augmented reality platform 
Vuforia Software Developer Kit (PTC, Inc., 
Boston, Massachusetts, USA) for mobile 
devices registers the name of the project 
and downloads a graphic tool (QR code), 
the so-called marker. Using the latter, a 
virtual three-dimensional object is cre-

ated (Fig. 1.3) [11]. After combining the 
objects, this data in the application for-
mat is transmitted to the source software 
running on the smartphone (Fig. 1.4, 1.5) 
[12, 13].

The Augmented Reality app is com-
patible with a wide range of devices run-
ning Android and iOS operating systems. 
When launching the installed application 
and pointing the smartphone camera at 
the previously selected graphic image 
(marker), after reading and processing 
data by the software, elements of aug-
mented reality are formed as a three-
dimensional model and displayed on 
the smartphone screen. The application 
enables to view the virtual model from 
all sides, including internal structures.

Results

This technology has been tested clini-
cally. Virtual three-dimensional models 
of the surgical site have been created in 
patients with craniovertebral deformity 
(n = 3). This made it possible to see 
the anatomical features, for example, 
the course of the vessels when they are 
contrasted. In patients with degenerative 
multiplanar spinal deformity (n = 2), in 
addition to visualization of anatomical 
structures, guide cylinders simulating 
the course of the proposed screws for 
transpedicular fixation (TPF) were 
additionally modeled. It was done at the 
stage of graphic processing of the three-
dimensional model. The construction of 
virtual guide cylinders gives additional 
data on the trajectory of the screw to 
perform a stabilizing operation. This 
technology made it possible to view 
a virtual 3D object at 360°, as well as 
internal structures when zooming in on a 
smartphone camera. An additional visual 
information and simulation training help 
to improve the skill level of the surgeon 
at the preoperative stage.

We introduce one of the examples of 
the practical application of smartphone-
assisted augmented reality technology.

Patient R., 62 y.o.: a closed ununited 
fracture of the odontoid process of the 
C2 vertebra with displacement and spi-
nal stenosis, cervical myelopathy, and a 
moderate tetraparesis (Fig. 2). 

Considering the difficulty of surgery 
performed in the craniovertebral area, a 
virtual three-dimensional model in the 
form of augmented reality was applied 
as a technique of preoperative plan-
ning (Fig. 3). It took 30 minutes from 
the moment the CT scan was performed 
to the creation of the smartphone 
application. 

A posterior decompression of the 
spinal canal was performed at the level 
of the occipital bone and the posterior 
arch of the C1 vertebra with the fixa-
tion of the craniovertebral area with a 
hook-and-screw instrumentation system 
for occipitospondylodesis. A CT scan of 
the patient was done after the surgery 
(Fig. 4). The surgery duration was 3.5 
hours. 

After the surgery, the patient under-
went early rehabilitation in the neuro-
surgical unit for 7 days, then he was sent 
to the rehabilitation unit for specialized 
treatment. 

Discussion

The development of the surgery stag-
es on a three-dimensional model was 
successfully applied in 5 cases during 
preoperative planning and simulation 
training before surgery. It allowed to 
specify the anatomical features of the 
spine, the location of vascular structures 
when contrasting them and to plan the 
direction of the screws. These activities 
provided an opportunity to predict and 
reduce the risks of iatrogenic damage to 
vascular and nerve formations. 

Digital technologies form a new type 
of education and increase the level of 
already existing; they enhance the lev-
el of accessibility and quality of medi-
cine. Their active development has been 
observed in recent years. The features 
of modern processors and a full-fledged 
smartphone operating system have 
enabled augmented reality to go beyond 
the entertainment fields and cover a new 
level of human activity, especially medi-
cine [14, 15].

The augmented reality application in 
surgery using a smartphone has become 
progressively relevant in recent years. In 
2020, a group of authors in the field of 
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vascular surgery developed and applied 
a new hybrid augmented reality optical 
and gyroscopic tracking system, which 
enhanced image stability. The work was 
performed using a smartphone [16]

Projection of virtual objects onto the 
physical body is broadly used in preop-
erative planning and in neurosurgery. 
Meanwhile, the authors use projectors 

and tablets to create augmented reality 
[15, 17]. The studies indicate accurate 
and ergonomic intraoperative navigation. 

Using the example of 20 patients, the 
work from the field of maxillofacial sur-
gery with the projection of a pathologi-
cal virtual object through a fixed mark-
er on the lower jaw is given. The posi-
tional error ranged from 0.52–2.00 mm 

(mean value 0.96 mm; standard deviation 
0.51 mm). The authors regard these error 
values as insignificant and conclude that 
the augmented reality system is deemed 
accurate [18].

The challenge of modern monitoring 
and tracking systems is the limitation 
of tracking markers on the movable or 
deformable anatomy of the patient. The 
static anatomy (for example, bone) gives 
a high degree of accurate positioning of 
a virtual object in orthopedic and neuro-
surgical augmented reality systems. The 
dynamic structures (for example, intra-
abdominal, thoracic organs) that move 
and deform during respiration and peri-
stalsis are inappropriate for the applica-
tion of considered techniques.

The benefit of the presented aug-
mented reality system, in comparison 
with conventional stationary navigation 
systems, is the direct and improved visu-
alization of the static areas of interest. It 
should be added that the system is inex-
pensive and easy to reproduce. Neverthe-
less, the computer competence may limit 
its wide distribution. Currently, there are 
no publications describing the extensive 
experience of smartphone-assisted aug-
mented reality in spinal surgery. These 
circumstances prove the relevance of 
this paper. The article represents a pilot 
application of the smartphone-assisted 
augmented reality in the Republic of 
Belarus in preoperative planning.

Conclusions

The developing computer and soft-
ware technologies, including augment-
ed reality platforms, are being actively 
introduced into practical medicine. 
Their features are the advantages of 
virtual planning or simulation of the 
operation plan, in increasing the skills 
of the surgeon from the position of 
three-dimensional planning at the 
preoperative stage, as well as reduction 
of the surgeon’s training time.

The advantages of the smartphone-
assisted augmented reality technology in 
preoperative planning in spinal surgery 
are the simplicity of creating a computer 
model, the ability to use a three-dimen-
sional model to navigate in a complex 

Fig. 1
The scheme of the AR system (explanation in the text): 1 – CT data, MRI data; 2 – 
personal computer; 3 – graphic tool (QR code); 4 – smartphone camera; 5 – augmented 
reality operation scheme

Fig. 2
CT scan of patient R., 62 y.o.: a – three-dimensional modeling before surgery; b – sagittal 
projection before surgery; a displaced type II C2 odontoid fracture and spinal stenosis 
are defined

а b
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anatomical area in any moment of sur-
gery, as well as reducing the risk of tech-
nical errors.

The study had no sponsors. The authors declare 

that they have no conflict of interest.

Fig. 3
The acquisition stages of a virtual three-dimensional model of a spinal fragment: a – 
a model based on CT scan; b – a model prepared to work in an augmented reality 
program; c – connecting a three-dimensional model with a QR code and writing an 
application for a smartphone; d – application operation and displaying the spine model 
on the phone screen

а b

c d
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Fig. 4
Postoperative CT scan of patient R., 62 y.o: a – CT examination in sagittal projection; 
b, c – CT examination in axial projection; the correct location of screws in the roots of 
C2 and C3 vertebrae is defined on both sides; d – intraoperative image with installed 
craniovertebral structure and fixed autograft from the iliac crest

а

c d

b
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